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First Place, InnoServe Awards 2018
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2018 The 23t International ICT
Innovative Services Awards
(InnoServe Awards 2018)

InnoSjerve
Annual ICT application competition held for
university and college students

The largest and the most significant contest in
Taiwan.

More than ten thousand teachers and
students from over one hundred universities

and colleges have participated in the Contest.

https://innoserve.tca.org.tw/award.aspx



https://innoserve.tca.org.tw/award.aspx

2018 International ICT Innovative Services Awards
(InnoServe Awards 2018)
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Artificial Intelligence (A.l.) Timeline

A.l. TIMELINE & -
m ‘:\ ‘A’-,'

1950 1955 1961 1964 1966 A.l. 1997 1998

Computer scientist Term ‘artificial First industrial robot, Pioneering chatbot The "first electronic WI NTER Deep Blue, a chess- Cynthia Breazeal at MIT
Alan Turing proposes a  intelligence’ is coined Unimate, goes to work  developed by Joseph person’ from Stanford, Many false starts and playing computer from  introduces KISmet, an
test for machine by computer scientist,  at GM replacing Weizenbaum at MIT Shakey is a general- dead-ends leave Al out |BM defeats world chess emotionally intelligent
intelligence. If a John McCarthy to humans on the holds conversations purpose mobile robot ;1o 014 champion Garry robot insofar as it
machine can trick describe “the science assembly line with humans that reasons about Kasparov detects and responds
humans into thinking it  and engineering of its own actions to people’s feelings

is human, then it has making intelligent

intelligence machines”

<0+ AlphaGo

1999 2002 2011 2011 2014 2014 2016 2017

Sony launches first First mass produced Apple integrates Siri, IBM’s question Eugene Goostman, a Amazon launches Alexa, Microsoft's chatbotTay = Google’s A.l. AlphaGo
consumer robot pet dog autonomous robotic an intelligent virtual answering computer chatbot passes the an intelligent virtual goes rogue on social beats world champion
AIBO (Al robot) with vacuum cleaner from assistant with a voice Watson wins first place  Turing Test with a third  assistant with a voice media making Ke Jie in the complex
skills and personality iRobot learns to navigate interface, into the on popular $1M prize of judges believing interface that completes inflammatory and board game of Go,
that develop overtime  and clean homes iPhone 4S television quiz show Eugene is human shopping tasks offensive racist notable for its vast
Jeopardy comments number (2179) of

possible positions




The Rise of Al

Al is born Focus on specific intelligence Focus on specific problems

* The Turing Test * Expert systems & knowledge Machine learning

¢ Information theory-digital signals e Optical character recognition Big data: large databases
¢ Symbolic reasoning * Speech recognition Fast processors to crunch data
High-speed networks and connectivity

L]
» Dartmouth College conference * Neural networks conceptualized Deep learning: pattern analysis & classification e
L]
L]

Dartmouth conference Edward Feigenbaum
led by John McCarthy develops the first :
L. coms the tern: ~ Expert System, IBM's Watson Q&A machine wins Jeopardy! ® 2016
artificial intelligence giving rebirth to Al Apple integrates Siri, a personal voice ° AlphaGo
1956 . 1975 - 1982 . assistant into the iPhone defeats Lee Sedol
2011 ¢ 2014
YouTube recognizes
2000 cats from videos
~ I i I I I I I I N
1950 1960 1970 1980 1990 2010 2020
(
° :
1964 i 1997
Eliza, the first chatbot ~ § i IBM's Deep Blue defeats .
is developed by Joseph i i Garry Kasparoy, the world's
Weizenbaum at MIT ¢ ¢ reigning chess champion

Limited computer processing power ¢ Real-world problems are complicated
Limited database storage capacity e © Facial recognition, translation » Disappointing results: failure to achieve scale
Limited network ability © Combinatorial explosion ¢ Collapse of dedicated hardware vendors

Al Winter | Al Winter |l




Definition
of

Artificial Intelligence
(A.l.)



Artificial Intelligence

“ .the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)



Artificial Intelligence

“... technology that
thinks and acts
like humans”



Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al

Thinking Humanly

Thinking Rationally

Acting Humanly

Acting Rationally

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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4 Approaches of Al

2. ° ° 3. °
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson
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Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

Knowledge Representation
Automated Reasoning

Machine Learning (ML)

—Deep Learning (DL)

Computer Vision (Image, Video)
Natural Language Processing (NLP)
Robotics

Source: Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

16



IMTKU
Emotional Dialogue System
for
Short Text Conversation

at
NTCIR-14 STC-3 (CECG) Task

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan



Tamkang University
TREE Y 2011
IMTKU Textual Entailment System for

Recognizing Inference in Text
at NTCIR-9 RITE

Department of Information Management
Tamkang University, Taiwan

Min-Yuh Day Chun Tu
myday@mail.tku.edu.tw

NTCIR-9 Workshop, December 6-9, 2011, Tokyo, Japan
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Tamkang University
X = Rk 2013
IMTKU Textual Entailment System for

Recognizing Inference in Text
at NTCIR-10 RITE-2

Department of Information Management
Tamkang University, Taiwan

Min-Yuh Day Chun Tu Hou-Cheng Vong  Shih-Wei Wu  Shih-Jhen Huang
myday@mail.tku.edu.tw
NTCIR-10 Conference, June 18-21, 2013, Tokyo, Japan
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IMTKU Textual Entailment System for
Recognizing Inference in Text at NTCIR-11 RITE VAL

Tamkang University 20 14
% K

Min-Yuh Day  Ya-Jung Wang Che-Wei Hsu En-Chun Tu

Huai-Wen Hsu Yu-An Lin Shang-Yu Wu Yu- Hsuan Ta| Cheng-Chia Tsai
NTCIR-11 Conference, December 8-12, 2014, Tokyo, Japan



NTCIR 2 0 1 6

IMTKU Question Answering System for
World History Exams at NTCIR-12 QA Lab2

Department of Information Management
Tamkang University, Taiwan
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Min-Yuh Day Cheng Chla Tsai Wei-Chun Chung Hsiu-Yuan Chang Tzu Jui Sun Yuan- Jle Tsai Jin-Kun Lin Cheng-Hung Lee

Sagacity Technolog

Yu-Ming Guo Yue-Da Lin  Wei-Ming Chen Yun-Da Tsai Cheng- Jhlh Han Y| -Jing Lin Yi-Heng Chiang Ching-Yuan Chien

myday@mail.tku.edu.tw
NTCIR-12 Conference, June 7-10, 2016, Tokyo, Japan
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NTCIR 9 0 17 ¥

IMTKU Question Answering System for
World History Exams at NTCIR-13 QALab-3

Department of Information Management

Tamkang University, Taiwan

Min-Yuh Day  Chao-Yu Chen
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Wanchu Huang  Shi-yaZzheng  I-Hsuan Huang gCh

myday@mail.tku.edu.tw
NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan

i

Yue-Da Lin Yi-Jing Lin

Min-Chun Kuo
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Tamkang University

Nl 2019 ek %l

IMTKU Emotional Dialogue System for
Short Text Conversation at NTCIR-14 STC-3
(CECG) Task

Department of Information Management
Tamkang University, Taiwan

3 = 5
Min-Yuh Day  Chi-Sheng Hung  Yi-Jun Xie Jhih-Yi Chen Yu-Ling Kuo Jian-Ting Lin

myday@mail.tku.edu.tw
NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan
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2020 NTCIR-15 Dialogue Evaluation (DialEval-1) Task
Dialogue Quality (DQ) and Nugget Detection (ND)

Chinese Dialogue Quality (S-score) Results (7eng et al., 2020)

Run Mean RSNOD | Run Mean NMD
: IMTKU-run2 0.1918 ; |{ IMTKU-run2 0.1254
IMTKU-runl 0.1964 : IMTKU-run0 0.1284
. IMTKU-runo 01977} IMTKU-runt 0.1290_
TUAT-run0 0.2053 | TUAT-run0 0.1322
NKUST-runl 0.2057 | NKUST-runl 0.1363
BL-1stm 0.2088 | TUA1-runl 0.1397
WUST-run0 0.2131 | BL-popularity 0.1442
RSLNV-run0 0.2141 | BL-Istm 0.1455
BL-popularity 0.2288 | RSLNV-run0 0.14383
TUA1-runl 0.2302 | WUST-run0 0.1540
NKUST-run0 0.2653 | NKUST-run0 0.2289
BL-uniform 0.2811 | BL-uniform 0.2497
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IMTKU System Architecture for NTCIR-13 QALab-3

Question

R | T S

Complex Essay _ Translator |

[ Simole Essa 4-»[ Question Analysis ) .
P ! Stanford

True-or-False |: l 1  CoreNLP |
; Factoid ) — —
f Slot-Filling ‘: [ Document Retrieval I ~ Wikipedia

L LT L L L L Lttt : = - e
i Unique 1! 1 !

Answer Extraction ]

l !

[ Answer Generation

! !

Answer
(XML)

NTCIR-13 Conference, December 5-8, 2017, Tokyo, Japan 25

Word Embedding ]
Wiki Word2Vec




System Architecture of

Intelligent Dialogue and Question Answering System

User Question Input
' \ L 2 ’ : Deep Learning )
RNN (D i N _ TensorFlow
LSTM @ Dl In.tentlon ﬂ Question Analysis )
GRU L Detection ) Python
— 1| l l ONITK
(- )
AIME [ Document Retrieval DIEIEELE
AIML KB Dialogue KB
g Engine ) 1 1
‘ IR
~ [ Answer Extraction ]
T Real Time
Cloud Dialogue
Resource
AP [ Answer ] [ Answer I l Deep Learning ]
4 Generation Validation
System l

Response 1\L

Answer

Generator

26



IMTKU Emotional Dialogue
System Architecture

3

Emotion
Classification
Model

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan 27



The system architecture of
IMTKU retrieval-based model for NTCIR-14 STC-3

Retrieval-Based Model

1

Segmentation : Building
I D Index
QP i_ — — — Retrieval Model
s N\ e \ 1 ( \
'l Keyword Distinct | 1 . Word2Vec
I Solr | Emotion .
1| Boolean p—> . > Result = . * Similarity
| Matching "1 Matching .
 L_Query | Data | : Ranking
o e STT— I l

>[ qutioh ] Retrieval-
Classification Based

Response

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan 28



The system architecture of
IMTKU generation-based model for NTCIR-14 STC-3
Generation-Based Model

Training Data

Building
Word Index

Word
Embedding

!
Training Data ]
Seq2seq model |

Generative Model

[ Emotion Matching ]

: |
: l

: l

l l : .

: Word2Vec Similarity | 1 . Generation-Based
: Ranking : Response

l - —
_____________ J

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan 29



The system architecture of
IMTKU emotion classification model for NTCIR-14 STC-3

Emotion Classification Model

Training

r Dataset

Emotion
Classification

Corpus

\./ .

Testing
Dataset

r N
MLP
LSTM
BiLSTM
\ l J
( N
Emotion
Classification
Model
g J

Emotion
Prediction

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan

—
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The system architecture of
IMTKU Response Ranking for NTCIR-14 STC-3

( ) 4 ) ( ) 4 )
STC3 Se frr:tlann?c?’iion Stop 1.9 million data Vector of
Corpus = ¢ . > Words =»{Word2Vec=—>{_ .. . —»| Corpus
using (300 dimensions)
Jieba Removal
\./ . J \ J \ J . J \/-

NTCIR-14 Conference, June 10-13, 2019, Tokyo, Japan 31



NTCIR

Short Text Conversation Task
(STC-3)
Chinese Emotional Conversation
Generation (CECG) Subtask

http://coai.cs.tsinghua.edu.cn/hml/challenge.htmi



http://coai.cs.tsinghua.edu.cn/hml/challenge.html

NTCIR Short Text Conversation
STC-1, STC-2, STC-3
| |Japanese |Chinese |English |

NTCIR-12 STC-1 Twitter, Weibo,
22 active Retrieval Retrieval
participants Single-turn,
NTCIR-13 STC-2 Yahoo! News, Weibo, Non
27 active Retrieval+ Retrieval+ task-oriented
participants Generation Generation B
NTCIR-14 STC-3 Weibo,
Generation
Chinese Emotional Conversation for given
Generation (CECG) subtask amotion
categories - Multi-turn,
: : | task-oriented
Dialogue Quality (DQ) and Nugget Weibo+English translations, (helpdesk)
Detection (ND) subtasks distribution estimation for -

subjective annotations

https://waseda.app.box.com/v/ISTC3atNTCIR-14
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Chatbots: Evolution of Ul/UX

Paradigm

Platform
Examples

Applications
Examples

UI/UX

S/w Dev

Desktop
DOS, Windows, Mac OS

Clients
Excel, PPT, Lotus

Native Screens

Client-side

Browser
Mosaic, Explorer, Chrome

Website
Yahoo, Amazon

Web Pages

Server-side

mid - 00s
Smartphone

Mobile OS
iOS, Android

Apps
Angry Birds, Instagram

Native Mobile Screens

Client-side

mid - 10s

®

i
]
i

)
.|ci

’
i

HIY

T — - -
e W

1
|
i

i
I

-y T

i
f
1

'l
#
|

Messaging Apps
WhatsApp, Messenger, Slack

Bots
Weather, Travel

Message

Server-side

Source: https://bbvaopen4u.com/en/actualidad/want-know-how-build-conversational-chatbot-here-are-some-tools
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Al Humanoid
Robo-Advisor



Al Humanoid Robo-Advisor
for Multi-channel Conversational Commerce

Multichannel
Platforms
Web
LINE

Facebook

Al Portfolio
Asset Allocation

Al Conversation
Dialog System

36



System Architecture of

Al Humanoid Robo-Advisor

..q"“-ﬂ“-o- Ladaal o o o] -'-M-ﬂ-a-“---a-----ﬂ-“-----“---ﬂ---u-“-“-ﬂn.~
£
¢ AT

£ / Model Training \
Set up
parameters

/ Strategy comparison \

Black-
Litterment

Get daily
trading info

r

SN

N,

3

Construct
model

Model testing ] [

Model
Comparison /

( Date & [ Markowitz ]

AdjClose )

Asset

Allocation

=

Average ]
Weight

[ Buy and hold ]

- -

—

Data Build forecasting model Create Portfolio
i". Preprocessing i‘
. P

A Y

P T ———— ———

N
ALPHA 2 AY

®

4
/ AIML N
/ \
Get bl Q&A Evaluate the
. . information .
financial . dialog system
into AIML
Q&A tag
Build up our knowledge base Connect APls Evaluate
Sequence to Sequence
Use STC _ Remove Cunstrud the ?;\nl::el::‘d
Weibo for words with LSTM pal,STM ) 2
, encoder and -
model low staet to train
training frequency decoder
%_ Data Build Seq2Seq Train Seq2Seq lj
<. Preprocessing maodel %
.""u-'-----n s i s i s i S i S S '\ﬁ'*

o ™ N i —— —

N

Web Application| |
J

Platforms

Al Humanoid
Robo-advisor

N o ————————

U
7’
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Conversational Model
(LINE, FB Messenger)

2% -

QD v Aiwisfin

swwrw  Hithere!

how's going

aesrm  Why do you want INFO

ABOUT STOCK?
— Hi there!
| am doing very well. How
s=w=  What you said was too Awsrs afOYOU ?
complicated for me.

| need your help

- 23304MBENRINTF:
:::233.0
2330 . .
WM 2335 H.elp IS assistance | can
M :30664 4 Awsrn g've M'
M EWRM: 2295

BHaR:232.5
BO®O &)

W®:2340
_ MEE:2305

38



Conversational Robo-Advisor
Multichannel Ul/UX
Robots

ALPHA 2

ALPHA 2

®
L
ala

— —

39



Al Dialogue
System



Dialogue Subtasks

Browse > Natural Language Processing > Dialogue

Dialogue subtasks

Task-Oriented

Dialogue i
G ) Dialogue
eneration
Systems &3
Dialogue Generation Dialogue State Visual Dialog Task-Oriented Goal-Oriented Dialog
Tracking Dialogue Systems
I~2 9O |leaderboards I 3 leaderboards
35 papers with code B SHEERRRoNYs 28 papers with code 15 papers with code
30 papers with code 20 papers with code
Short-Text
Conversation
Dialogue Management Dialogue Short-Text Goal-Oriented Task-Completion
Understanding Conversation Dialogue Systems Dialogue Policy
Learning
10 papers with code
6 papers with code 5 papers with code 3 papers with code

2 papers with code

https://paperswithcode.com/area/natural-language-processing/dialogue 41
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Chatbot

Dialogue System
Intelligent Agent



Chatbot

FLIGHT BOT ]

n Let’s look for tickets!

@ New York

Seatle
Sept 15
Sept 19
2 Adults

Is this info correct?

| have found 17 results @
[

Type your message here... >

O




Dialogue System

Automatic Speech
Recognizer

Natural Language
Interpreter

Dialogue State

Tracker

\

Text-To-Speech
Synthesizer

Natural Language
Generator

Dialogue
Response
Selection

Dialogue System

44



Overall Architecture of
Intelligent Chatbot

Knowledge Base
( Source content)
+
Data Storage
- ( Analytics and interaction History )

[ PRESENTATION LAYER ] Messaging [ MACHINE LEARNING LAYER ]
User Backend NLP + NLU +Decision Engine
Interface

A

NLG

P

45



Can
machines

think?

(Alan Turing ,1950)




Chatbot

“online human-computer
dialog system
with
natural language.”



Chatbot Conversation Framework

Conversations

Chatbot Conversation Framework

General Al
[Hardest]

oWl |mpossible
Domain

Rules-Based

Closed :
[Easiest]

Domain

Retrieval- Generative-
Based Based

Responses

48



Interaction

Chatbots

Bot Maturity Model

Customers want to have simpler means to interact with businesses and
get faster response to a question or complaint.

Level 1 >

Level2 ) Level 3 >

One Channel
\ J

\One Language

Human to bot

| tuman ) SRS < B28B )
. Handoff Ilstenln ) conversation

(Simple Q&A)

Multi Bot-to-bot
\_channel A interaction
Multi \ person J

Case

Line based Conversation Procecs
intelligence m:sed interaction

State < Mood )
— API transactions
( Training of conversation
C ) NLP model Event AP! intelligent
listening / producing queries

=

ST E
API queries iNKS Tor more
s :

Intelligence

Source: https://www.capgemini.com/2017/04/how-can-chatbots-meet-expectations-introducing-the-bot-maturity/

Integration

49



From
E-Commerce
to
Conversational Commerce:
Chatbots
and
Virtual Assistants



Conversational Commerce:
eBay Al Chatbots

00000 ATAT 7 1:31 PM @ 79 76% m.>

eBay ShopBot >
< Home Typically replies instantly Manage

I'm looking for adidas stan smith

in white

Which gender are you looking

ebay  for?

Sure, I've got a few options for
ebay  those.

Best Value # 16 sold

Trend
$63.71 was $74 - ADIDAS WOMEN'S $99.9¢
STAN SMITH OG WHITE GREEN White
B24105 shopb|

shopbot.ebay.com

View item

ol
( A
|O ) )

}‘((:
&
©

51



Hotel Chatbot

BookHotel ®&----------- Intents

An intent performs an action in
response to natural language user

® 0 D input

I'd like to book a hotel  © - Utterances
Spoken or typed phrases that
Sure, which city? nvaoke your intent
New York City Slots

Slots are input data required to
fulfill the intent

What date are you leaving?

November 30th, 2016

Are you sure you want to
book the hotel in NYC?

Thank you. The reservation
went through successfully

®------ Fulfillment
Fulfillment mechanism for your intent

Source: https://sdtimes.com/amazon/guest-view-capitalize-amazon-lex-available-general-public/ 52



H&M'’s Chatbot on Kik

| g ) - ) 5 ) $
o o ’ ¢ === y O e ] O =

eseee MChatbot ¥ 16:20 7% gaxmm ’ esese MCratbot ¥ 1% T AN ’ eesee MegaFon ¥ 16:23 70 B3%mm } sssse MChatbot ¥ 16:25 T E2%

{ Hasap H&M Oyt < Hasap H&M ot < Hasap H&M Oyt < Hazap H&M oyt
3 Ceroams @ 12:54 PM ' Great! Time to learn . ) :
! - ' your taste with a few | Here's an outfit with a |

Hi . ! Welcome to H&M #M  “either or" questions... jeans. How do you feel
#M  on Kik . ° ) y’ML about this?

| | Which do you prefer, 1 | |

Let's get to know your #M  or2?
style with a few quick ° <
/I.Mo questions! i 4
v \
Do you want to see /IMO $96.96

men's or women's
Mllo clothing?

MIHYTY HA3AA

FY1if you like
something, tap on the
#M  item . toshopit!

e’m

#H
Great, lets get started!! = LA Looks great s
M TR #M $110.96
5 - Awesome! Would you
Which of the following Coolio! What's your A Try again like to s!\op’thns, share it
A#M  best describes you? A4 thoughts on these two? Al orsaveit? &
+ < == + - 1 + T 7] + . T



Uber’s Chatbot on Facebook’s Messenger

~

L PR T

Requested uberX
© Dolores Park

© 222 Market 51 San Francisco CA

Hi Sarah, we'll let you know
when your driver is on the way!

Your Uber &5 on the way. Michael
(4.9 stars) will arive in 2 minutes
in & Toyota Prius, license plate
FAC3BOK.

Call Driver

f\

/

Uber’s chatbot on Facebook’s messenger
- one main benefit: it loads much faster than the Uber app

54



Bot Life Cycle
and Platform
Ecosystem



The Bot Lifecycle

Spec' ¢
<
Primote The Scmi

Lifecycle
JE)* of a bot f’
X

Publish \ E‘“ 1 De

Deploy
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The bot platform ecosystem
and the emerging giants

Nearly every large software company has announced some sort of bot strategy in the last year. Here's
alook at a handful of leading platforms that developers might use to send messages, interpret natural
language, and deploy bots, with the emerging bot-ecosystem giants highlighted.

General Al agents with platforms
Developer access available now or announced

' G O O V

Siri Alexa/Echo Cortana Viv
Apple Google Amazon Microsoft Viv Labs
Messaging platforms

L0~ I O @
iMessage Messenger WhatsApp Slack WeChat Kik

Apple Facebook Facebook Tencent
Allo Telegram Twilio Line Skype
Google Naver Microsoft

57



Bot frameworks and deployment platforms

& AUTOMAT ()

) N/

12

Wit.ai BotKit Chatfuel Automat Bot Framework
Facebook Howdy Microsoft
. 0000 .
< > e . </>
o ®
° .. .. ... . LJ
Api.ai Pandorabots MindMeld Gupshup Sequel

Google
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Bots with traction
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Al Tools: Natural Language Processing,
Shared Services

Machine Learning, Speech & Voice Recognition
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. Messenger Bot Landscape

Food

The Wine Pairer Plum  Pescetarian Kitchen  Hungry Foodie
Fitmeal Entrée Chatobook Make My Sushi Voome

ﬁ"‘
£ )

Y

Communication

Tangowork Typeform Anony Tarjimly Refugio Rescue Messe Match
Sensay LangLearnBot Chat Club Lingio Translate Decodemoji  U-Report Global Twiggo

<

kS
‘° r"w |.__.|

May 2017

Utilities

Poncho Calcbot DotCom Server Monsitor
A 2
@' ﬁ B
X
English Dictionary Youtube Search Idea Bot QRobot Instant Translator

Personal

M Operator Swelly AskVoila

0] o Ja-

kea Build  Selectionnist Bud Light Bot Ask Gary Vee Gick Visabot

1
.=. G
—

Analytics

SISENSE Stockflare  Pagelnsights DAM

C _J
:4_ DaM ‘ @
SISENSE = J

BuzzlLogger Trading Bot

Travel

Grindbase KLM British Airways  Space Explorer  AustrianAlrines

SnapTravel Kayak Ticketbot Rapido

Skyscanner

o -JKlo

Entertainment

Spotify Kim Kardashian  La Bringue 50 Cent Loquilo Fiel  LindsayLohan  Maroon 5
e - 1
5 m L
MTV News Axwell Alngrosso  RedBull TV SantaBot Star Wars Bot Citron Pokébot

HAEEE e

Design

ColoretoBot  Connie Digital AWNWARDS Mr. Norman Graphic Design  SnapBot

=) N o

News

CNN Digg wsJ Reddit Bot

-. Tl vis) i B

R
The Guardian France Info  Chatbots Mag VentureBeat

B

Al Jazeera

Hacker News Wired

@ 08

Developer Tools | Education

Genius Kimch
HackerOne Wiredelta
Robbie Zilly MemoryzerBot Ainstein

=)
et
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Chatbot Frameworks
and Al Services

* Bot Frameworks
— Botkit
— Microsoft Bot Framework
—Rasa NLU
* Al Services
— Wit.ai
—api.ai
—LUIS.ai
—IBM Watson
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Chatbot Frameworks

Comparison Table of Most Prominent Bot Frameworks

. Microsoft Bot
Botkit @ Framework NLU

Bullt-in Integration with messaging platforms ®
NLP support but possible to integrate but have close bonds

with middlewares with LUSai
Out-of-bo bots ready to be deployed ® ®
Programming Language JavaScript (Node) JavaScript (Node), C# Python

Created by ActiveWizards
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Comparison of Most Prominent Al Services
wit.ai

Free of charge

Text and Speech processing

Machine Leamning Modeling

Intents used as trait
entities, actions

Support for Intents, Entities, Actions

are combined
operations
Pre-bulld entitles for easy parsing
of numbers, temperature, date, etc.
®

Integration to messaging platforms web service AP

includes SDKs for Python,
Nodejs, Rust, C, Ruby, 105,
Android, Windows Phone

Support of SDKs

but has paid
enterprise version

Intents is the main

prediction mechanism.

Domains of entities,
intents and actions

also has facility for
deploying to heroku.
Paid environment

C# Xamarin, Python,
Node,js, 105, Android,
Windows Phone

LUIS.ai

it &5 in beta
and has transaction limits

with use of Cortana

integrated to Azure

enables building with Web
Service AP|, Microsoft Bot
Framework integration

IBM Watson
30 days trial

then priced
for enterprise use

possible via API

Proprietary language
“AlchemylLanguage”

Created by ActiveWizards
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Transformer (Attention is All You Need)
(Vaswani et al., 2017)

( iR
Add & Norm

Output
Probabilities

Linear

Feed
Forward
r ~\
_ .
Add & Norm Mult-Head
Feed Attention
Forward g I W Nx
i -
Nix
f-.' Add & Norm l Mesked
Multi-Head Multi-Head
Attention Attention
S I (SN S S
\_ J \_ _J)
Positional A Positional
Encodin D & i
coding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

65



BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

BERT (Bidirectional Encoder Representations from Transformers)

Overall pre-training and fine-tuning procedures

Ksp
=

Mask LM
*

for BERT

Start/End Spax

v )G )] - ()

Ce )] o)) - (W]
leemfl & |- [ 8| Eeem ]| & |- [&]
e mm O L o
@m [TokN ][ [SEP) ][Tolﬂ ] [TokM]
l_'_l

Masked Sentence A

. 2
Unlabeled Sentence A and B Pair

Masked Sentence B

Pre-training

00—

BERT
EE e [Eamn (e ][]

- oo | [Lsem J[wer ] [ ]
EE. EIEE.- G

Question Paragraph
*
Question Answer Pair

Fine-Tuning




BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding
BERT (Bidirectional Encoder Representations from Transformers)

BERT input representation

Vi / h 4 D 4 N / B 4 N / / BN
Input [CLS] 1 my dog is ( cute ] [SEP] he [ likes ][ play ] ##ing ] [SEP]
Token
Embeddings E[CLS] Emy Edog Eis Ecute E[SEP] Ehe EIikes Eplay EMing E[SEP]
-+ + + + + -+ + + + -+ +
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EB
+ + + + + + + + + + +
Position
Embeddings Eo El E2 E3 E4 ES E6 E7 E8 E9 Elo




BERT, OpenAl GPT, ELMo

BERT (Ours)

OpenAl GPT
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Class
Label

BERT

el ]-

B B

Ey

G G JL ™ I S I S

ﬁ_

Sentence 1

Sentence 2

(a) Sentence Pair Classification Tasks:
MNLI, QQP, QNLI, STS-B, MRPC,
RTE, SWAG

Start/End Span

BERT

(e[ & |-

LE ][ e L& ][]

T

sl Tt:k l

L - L)

—
I_'_I

Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1

Fine-tuning BERT on Different Tasks

Class
Label
—
=] -

BERT

E

(cLs) E, E,
/I_I\ LT L
[CLS] Tok 1 Tok 2
]
l

Single Sentence

E,

(b) Single Sentence Classification Tasks:

SST-2, CoLA
(0] B-PER (0]
* & <
BERT
E|<:|.sl E, E, Ey

1 r 1

B Ea e e

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Fine-tuning BERT on
Question Answering (QA)

Start/End Span

EBEER M

BERT
E[CLS] E‘I =T EN E[SEP] E =TT EM'
. = - e .
I | O e O | |
[ | |
I I
Question Paragraph

(c) Question Answering Tasks:
SQuAD v1.1
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Fine-tuning BERT on Dialogue
Intent Detection (ID; Classification)

Class
Label

=l
(e L= )L =]J - = ]

[CLS] Tok 1 Tok 2

Single Sentence

(b) Single Sentence Classification Tasks:
SST-2, CoLA
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Fine-tuning BERT on Dialogue
Slot Filling (SF)

B-PER .

-
[CLS] Tok 1 Tok 2

Single Sentence

(d) Single Sentence Tagging Tasks:
CoNLL-2003 NER
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Pre-trained Language Model (PLM)

Semi-supervised Sequence Learning

context2Vec
‘ Pre-trained seq2seq
e
ULMFiT ELMo
GPT
Multiiingual Transformer Bidirectional LM
Larger model

MultiFiT More data

Cross-lingual Defense

» Grover

UDify i1 DNN

MASS Permutation LM
Knowledge |distillation UniLM IS et )
VideoBERT
CBT
MEDNNen ViLBERT .
ERNIE VisualBERT ERNIE (Baidu)
(Tsinghua) B2T2
XL Net i BERT-wwm
SpanbEREY Neural [entity linker Ynicoder-VL
RoBERTa et ty LXMERT
VL-BERT
Kmowhert UNITER By Siozhi Wang & Zhengyan Zhang @THUNLP

https://github.com/thunlp/PLMpapers 73
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Turing Natural Language Generation
(T-NLG)

17.5b 1 7b T;';tlf

15b

12.5b

MegatronLM
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MegatronLM
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7.5b NVIDIA.
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https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/

¥ Transformers Transformers

State-of-the-art Natural Language Processing
for TensorFlow 2.0 and PyTorch

* Transformers
— pytorch-transformers

— pytorch-pretrained-bert
* provides state-of-the-art general-purpose architectures

— (BERT, GPT-2, RoBERTa, XLM, DistilBert, XLNet, CTRL...)

— for Natural Language Understanding (NLU) and
Natural Language Generation (NLG)
with over 32+ pretrained models

in 100+ languages

and deep interoperability between
TensorFlow 2.0 and

PyTorch.

https://github.com/huggingface/transformers
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Transfer Learning
in Natural Language Processing

Source: Sebastian Ruder, Matthew E. Peters, Swabha Swayamdipta, and Thomas Wolf (2019), "Transfer learning in
natural language processing." In Proceedings of the 2019 Conference of the North American Chapter of the
Association for Computational Linguistics: Tutorials, pp. 15-18.
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Question Answering

(QA)
SQUAD

Stanford Question Answering Dataset




SQuUAD

SQUAD2.0

Home Explore 2.0

The Stanford Question Answering Dataset

What is SQUAD?

Stanford Question Answering Dataset (SQUAD) is a
reading comprehension dataset, consisting of questions
posed by crowdworkers on a set of Wikipedia articles,
where the answer to every question is a segment of text,
or span, from the corresponding reading passage, or the
question might be unanswerable.

SQuUAD2.0 combines the 100,000 questions in SQUAD1.1
with over 50,000 unanswerable questions written
adversarially by crowdworkers to look similar to
answerable ones. To do well on SQUAD2.0, systems must
not only answer questions when possible, but also
determine when no answer is supported by the paragraph
and abstain from answering.

Leaderboard

Explore 1.1

SQUADZ2.0 tests the ability of a system to not only answer reading comprehension
guestions, but also abstain when presented with a question that cannot be answered

based on the provided paragraph.
Rank Model EM

Human Performance 86.831
Stanford University
(Rajpurkar & Jia et al. '18)

1 SA-Net on Albert (ensemble) 90.724
QUANXIN

2 SA-Net-V2 (ensemble) 90.679
QANXIN

2 Retra-Reader (ensemble) 90.578

https://rajpurkar.github.io/SQuAD-explorer/

F1

89.452

93.011

92.948

92.978
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SQuUAD

SQuAD: 100,000+ Questions for Machine Comprehension of Text

Pranav Rajpurkar and Jian Zhang and Konstantin Lopyrev and Percy Liang
{pranavsr, zjian, klopyrev,pliang}@cs.stanford.edu
Computer Science Department
Stanford University

Abstract

We present the Stanford Question Answer-
ing Dataset (SQuAD), a new reading compre-
hension dataset consisting of 100,000+ ques-
tions posed by crowdworkers on a set of
Wikipedia articles, where the answer to each
question is a segment of text from the cor-
responding reading passage. We analyze the
dataset to understand the types of reason-
ing required to answer the questions, lean-
ing heavily on dependency and constituency
trees. We build a strong logistic regression
model, which achieves an F1 score of 51.0%,
a significant improvement over a simple base-
line (20%). However, human performance
(86.8%) is much higher, indicating that the
dataset presents a good challenge problem for
future research. The dataset is freely available
at https://stanford-qa.com.

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau-
pel and hail... Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called “showers”.

What causes precipitation to fall?
gravity

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?
graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud

Figure 1: Question-answer pairs for a sample passage in the
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SQuUAD (Question Answering)
Q: What causes precipitation to fall?

Precipitation

From Wikipedia, the free encyclopedia

For other uses, see Precipitation (disambiguation).

In meteorology, precipitation is any product of the condensation of atmospheric water
vapor that falls under gravity from clouds.!?! The main forms of precipitation include drizzle,
rain, sleet, snow, ice pellets, graupel and hail. Precipitation occurs when a portion of the
atmosphere becomes saturated with water vapor (reaching 100% relative humidity), so that
the water condenses and "precipitates". Thus, fog and mist are not precipitation but
suspensions, because the water vapor does not condense sufficiently to precipitate. Two
processes, possibly acting together, can lead to air becoming saturated: cooling the air or
adding water vapor to the air. Precipitation forms as smaller droplets coalesce via collision
with other rain drops or ice crystals within a cloud. Short, intense periods of rain in scattered

locations are called "showers."S]

https://en.wikipedia.org/wiki/Precipitation 80
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What causes precipitation to fall?
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What causes precipitation to fall?
A: gravity
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: What is another main form of precipitation besides
drizzle, rain, snow, sleet and hail?

A: graupel
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the
condensation of atmospheric water vapor that falls under
gravity. The main forms of precipitation include drizzle, rain,
sleet, snow, graupel and hail... Precipitation forms as
smaller droplets coalesce via collision with other rain drops
or ice crystals within a cloud. Short, intense periods of rain
in scattered locations are called “showers”.

Q: Where do water droplets collide with ice crystals to form
precipitation?
A: within a cloud
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SQuUAD (Question Answering)

In meteorology, precipitation is any product of the condensation of
atmospheric water vapor that falls under gravity. The main forms of
precipitation include drizzle, rain, sleet, snow, graupel and hail...
Precipitation forms as smaller droplets coalesce via collision with other
rain drops or ice crystals within a cloud. Short, intense periods of rain in
scattered locations are called “showers”.

Q: What causes precipitation to fall?

A: gravity

Q: What is another main form of precipitation besides drizzle, rain, snow,
sleet and hail?

A: graupel

Q: Where do water droplets collide with ice crystals to form precipitation?

A: within a cloud

85



SQuUAD (Question Answering)

Super Bowl 50

From Wikipedia, the free encyclopedia

"2016 Super Bowl!" redirects here. For the Super Bowl! that was played at the completion of the 2016 season, see Super Bowl LI.

"SB 50" redirects here. For the California transit-density bill, see California Senate Bill 50.

Super Bowl 50 was an American football game to determine the champion of the National
Football League (NFL) for the 2015 season. The American Football Conference (AFC)
champion Denver Broncos defeated the National Football Conference (NFC) champion
Carolina Panthers, 24—10. The game was played on February 7, 2016, at Levi's Stadium in
Santa Clara, California, in the San Francisco Bay Area. As this was the 50th Super Bowl|
game, the league emphasized the "golden anniversary" with various gold-themed initiatives
during the 2015 season, as well as suspending the tradition of naming each Super Bowl
game with Roman numerals (under which the game would have been known as "Super Bowl
L"), so the logo could prominently feature the Arabic numerals 5 and 0.[°16]

The Panthers finished the regular season with a 15—1 record, racking up the league's top
offense, and quarterback Cam Newton was named the NFL Most Valuable Player (MVP).
They defeated the Arizona Cardinals 49—15 in the NFC Championship Game and advanced
to their second Super Bowl appearance since the franchise began playing in 1995. The
Broncos finished the regular season with a 12—4 record, bolstered by having the league's top
defense. The Broncos defeated the defending Super Bowl champion New England Patriots
20-18 in the AFC Championship Game joining the Patriots, Dallas Cowboys, and Pittsburgh
Steelers as one of four teams that have made eight appearances in the Super Bowl. This
record would later be broken the next season, in 2017, when the Patriots advanced to their
ninth Super Bowl appearance in Super Bowl LI.

Super Bowl 50

SUPER BOWI.

Carolina Panthers (1)
(NFC)
(15-1)

10

Head coach:
Ron Rivera

1
CAR 0

https://en.wikipedia.org/wiki/Super Bowl 50

Denver Broncos (1)
(AFC)
(12-4)

24

Head coach:
Gary Kubiak

4 Total
3 10
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Dialogue
on
Airline Travel

Information System
(ATIS)



The ATIS
(Airline Travel Information System)

Dataset
https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk
Sentence | what | flights | leave | from | phoenix
Slots O O O O B-fromloc
Intent atis_flight

Training samples: 4978
Testing samples: 893
Vocab size: 943

Slot count: 129

Intent count: 26


https://www.kaggle.com/siddhadev/atis-dataset-from-ms-cntk

SF-ID Network (eetal., 2019)
Slot Filling (SF)
Intent Detection (ID)

A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling

al
Uslot 1

( SoAtemion ) ( IntentAtention i SF Subnet

a

[\

{ Iteration
Mechanism

\ /

Islot

© © O

B-fromloc -
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Intent Detection on ATIS
State-of-the-art

Intent Detection on ATIS

0.98

e
O
~

Accuracy

e
k-3

0.95

Jun 15

RANK METHOD

1 SF-ID

2 Capsule-NLU

Dec 15 Jun 16 Dec 16 Jun 17 Dec 17 Jun 18
-»- State-of-the-art methods
ACCURACY PAPER TITLE
0.9776 A Novel Bi-directional Interrelated Model for Joint Intent
’ Detection and Slot Filling
0.950 Joint Slot Filling and Intent Detection via Capsule Neural

Networks

https://paperswithcode.com/sota/intent-detection-on-atis

YEAR

2019

2018

Dec 18

Jun 19

PAPER

CODE
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Slot Filling on ATIS
State-of-the-art

Slot Filling on ATIS

0.958
0.956
-
'
0.954
0.952
Jun 15 Dec 15 Jun 16 Dec 16 Jun 17 Dec 17 Jun 18 Dec 18 Jun 19 Dec
-~ State-of-the-art methods
7 Edit
RANK METHOD F1 PAPER TITLE YEAR PAPER CODE

A Novel Bi-directional Interrelated Model for Joint Intent
1 SF-ID 0.958 o " 2019 I O
Detection and Slot Filling

2 Capsule-NLU 0.952 Joint Slot Filling and Intent Detection via Capsule Neural 2018 5 o0
Networks

https://paperswithcode.com/sota/slot-filling-on-atis
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Restaurants Dialogue Datasets

* MIT Restaurant Corpus

— https://groups.csail.mit.edu/sls/downloads/restaurant/
* CamRest676

(Cambridge restaurant dialogue domain

dataset)
— https://www.repository.cam.ac.uk/handle/1810/260970

 DSTC2 (Dialog State Tracking Challenge 2 & 3)
— http://camdial.org/~mh521/dstc/
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CrossWO/<Z:

A Large-Scale Chinese Cross-Domain
Task-Oriented Dialogue Dataset

MultiwOZ

CrossWOZ

usr: I’m looking for a college type attraction.

usr: I would like to visit in town centre please.

usr: Can you find an Indian restaurant for me
that is also in the town centre?

Schema

usr: I want a hotel in San Diego and I want to
check out on Thursday next week.

usr: I need a one way flight to go there.

ust: FREF, AR RAET — S 24.55 PLERIR Sig?

Hello, could you recommend an attraction with a rating of 4.5 or higher?
sys: K& 1k, BE/NZHIEEICR BRI TR -

Tiananmen, Gui Street, and Beijing Happy Valley are very nice places.
usr: WEMALENURA, REEIX 7 AR AR E#R R 2052

I like Beijing Happy Valley. What hotels are around this attraction?
sys: ABAI & |, BAMH)E, Bi#EE, CIHE -

There are many, such as hotel A, hotel B, and hotel C.
usr: K7, WIETTEAR RMHEHRANEE YR, FEWKIED
sE4r LA, FRALIER ARSI

Great! I am planning to find a hotel to stay near the attraction. Which
one has a rating of 4 or higher and offers wake-up call service?
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CrossWO/<Z:

A Large-Scale Chinese Cross-Domain
Task-Oriented Dialogue Dataset

Type Single-domain goal Multi-domain goal
Dataset DSTC2 WOZ2.0 Frames KVRET M2M | MultiwWOZ Schema CrossWOZ
Language EN EN EN EN EN EN EN CN
Speakers H2M H2H H2H H2H M2M H2H M2M H2H
# Domains 1 1 1 3 2 7 16 >

# Dialogues 1,612 600 1,369 2425 1,500 8,438 16,142 5,012
# Turns 23,354 4,472 19,986 12,732 14,796 | 115,424 329,964 84,692
Avg. domains 1 1 1 1 1 1.80 1.84 3.24
Avg. turns 14.5 7 14.6 5:3 99 15:7 20.4 16.9
# Slots 8 4 61 13 14 25 214 72

# Values 212 99 3,871 1363 138 4,510 14,139 7,871
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Task-Oriented Dialogue

Initial user state (=user goal)
1d=1(Attraction): fee=free,
name="?, nearby hotels=?
1d=2(Hotel): name=near (id=1).
wake-up call=yes, rating=?

1d=3(Tax1): from=(id=1). to=(id=2),
car type=? plate number=?

1d=1 (Attraction): name=Tiananmen Square,
fee=free, nearby hotels=[Bei1jing Capital
Hotel, Guidu Hotel Beijing]

1d=2 (Hotel): name=Beijing Capital Hotel,
wake-up call=yes, rating=4.6

1d=3 (Taxi): from=Tiananmen Square,
to=Beijing Capital Hotel,

car type=#CX, plate number=#CP

id=1(Attraction): fee=free,
name=?, nearby hotels=?

Lfm, AR AR— A B

Hello, find me a free attraction please.

Attraction: fee=free

KAV E LhE?

How about Tiananmen Square?

id=2(Hotel): name=near (id=1),
wake-up call=yes, rating=?

Z i, FERAERLT ) 3955 B4R — FATM B 55
i S AER

Thanks. I’m also looking for a place to stay near
Tiananmen Square. It must have wake-up call.

Hotel: nearby=Tiananmen Square,
facilities=[wake-up call]

i R4 7 L AR SR

I recommend you Beijing Capital Hotel.

id=3(Taxi): from=Tiananmen Square,
to=Beijing Capital Hotel,
car type=? plate number=?

WA — 498 K1) A EN R AHL A0S, A
PRGN AER

Book a taxi from Tiananmen Square to the
hotel. Tell me the car type and plate number.

Taxi: from=Tiananmen Square,
to=Beijing Capital Hotel

W, AL #CX, G AL #CP,

Ok. Car type is #CX. Plate number is #CP.
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EHRAHZE A K

The Evaluation of Chinese Human-Computer
Dialogue Technology, SMP2019-ECDT

* BARZTTHEMS

Natural Language Understanding (NLU)
« ¥ E I

Dialog Management (DM)
s BARTT AR

Natural Language Generation (NLG)

http://conference.cipsc.org.cn/smp2019/evaluation.html
https://github.com/OnionWang/SMP2019-ECDT-NLU
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Python in Google Colab (Python101)

https://colab.research.google.com/drive/1FEG6DnGvwfUbeod4zJ1zTuniMqf2RkCrT

& python101.ipynb

DEIMarc Anaiysis
Named Entity Recognition (NER)
NER with CRF

NER with CRF
RandomizedSearchCV

Sentiment Analysis
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~ Question Answering and Dialogue Systems

~ Question Answering (QA)

Question Answering and
Dialogue Systems

Source: Apoorv Nandan (2020), BERT (from HuggingFace Transformers) for Text Extraction,
https://keras.io/examples/nip/text_extraction_with_bert/

Description: Fine tune pretrained BERT from HuggingFace Transformers on SQUAD.

~ BERT for Question Answering

Introduction

This demonstration uses SQUAD (Stanford Question-Answering Dataset). In SQUAD, an input consists of a question, and a paragraph for
context. The goal is to find the span of text in the paragraph that answers the question. We evaluate our performance on this data with the
"Exact Match" metric, which measures the percentage of predictions that exactly match any one of the ground-truth answers.

We fine-tune a BERT model to perform this task as follows:

1. Feed the context and the question as inputs to BERT.

2. Take two vectors S and T with dimensions equal to that of hidden states in BERT.

3. Compute the probability of each token being the start and end of the answer span. The probability of a token being the start of the answer
is given by a dot product between S and the representatio of the token in the last layer of BERT, followed by a softmax over all tokens. The
probability of a token being the end of the answer is compute similarly with the vector T.

4. Fine-tune BERT and learn S and T along the way.

References:

- BERT
+ SQUAD
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Summary

 Artificial Intelligence

* Question Answering

* Dialogue Systems

* Task Oriented Dialogue System
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